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Un peu d’histoire

1¢ cas concret de machine
leaming : un programme
apprend G jouer aux dames

Premiére apparition de
|'expression “data science”

(Peter Naur|

Un algorithme de Machine

Leaming (Deeper Blug) bat

le champion du monde
d'achecs Un algorithme de Deep

Learning [AlphaGo) bat le
champion du monde de
Go




'Organisation internationale de standardisation (ISO) a
proposé une définition précise du machine learning :
"apprentissage par machine est le processus par lequel une
unité fonctionne, améliore ses performances en
acquérant de nouvelles connaissances ou compétences, ou
en réorganisant les connaissances ou les compétences."

On peut remplacer 'expression "processus par lequel
une unité fonctionne" par le terme "algorithme”. Autrement
dit, "l'apprentissage machine" est un algorithme qui
s‘autoameéliore.




L'apprentissage par machine sont des programmes
d’ordinateurs qui performent une tache suite a un
apprentissage a partir de données et d’expériences du
passe.

« L'apprentissage automatique est la discipline donnant
aux ordinateurs la capacité d’apprendre sans qu’ils soient
explicitement programmés. » Arthur Samuel, 1959

'apprentissage est utile quand:

U'expertise humaine n’existe pas (naviguer sur Mars)

L’humain n’arrive pas a expliguer comment il arrive a
accomplir une tache (reconnaissance automatique de |la
parole)

Large quantité de données a traiter.

La solution doit s’adapter a son utilisateur (biométrie,
filtrage: e-mail).




Machine Learning

Intelligence
Artificielle

© LIA vise a reproduire au mieux les activités mentales et
intellectuelles humaines : la compréhension, la perception
et la prise de décision.




Data Science

© La data science, ou science de la donnée en francais,
renvoie a l'exploitation d’ensembles de données pour en
tirer de la valeur. La data science a pour but d’extraire de la

connaissance par la donnée.

DATA
SCIENCE




Deep Learning

© Le deep learning signifie textuellement “apprentissage
profond”. C’est 'une des technologies d’intelligence
artificielle. Le deep learning s’inspire en effet du cerveau
humain, car il fonctionne avec un réseau de couches de
neurones artificiels. A I'image du cerveau humain, chaque
couche de neurones artificiels recoit puis interprete de
I'information. En fait, le deep learning est un systeme
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Avec |'essor du Big Data, |'apprentissage automatique est
devenu particulierement important pour résoudre des
problemes dans des domaines comme ceux-ci:

Finance, pour la notation de crédit et le trading

Traitement d'image et vision par ordinateur, pour la
reconnaissance faciale, la détection de mouvement et la
détection d'objets Biologie, pour la détection des tumeurs,
la découverte de médicaments et le séquencage de I'ADN

Production d'énergie, pour la prévision des prix et des
charges

Automobile, aérospatiale, pour la maintenance
prédictive

Traitement du langage naturel




Applications du monde réel

Exemples

La voiture autonome de Google

Classification des emails dans Gmail

Moteur de recherche Google

La traduction temps réel de Skype

La reconnaissance vocale Siri d’Apple

Détection de fraude dans le monde de la banque
La reconnaissance faciale
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Fonctionnement du ML

Approche
traditionnelle

Etudier le

probléme Définir les régles Evaluation

Analyser les »
erreurs N

Approche Machine
Learning

onneées

Etudier le Apprentissage Evaluer la
probléme automatique solution

Analyser les
erreurs




Fonctionnement du ML

Re-entrainement
du modele




Prenons un exemple concret : essayons d’enseigner a un
ordinateur comment prédire si la pluie va tomber ou non dans
I"heure qui vient.

On sait que la prévision météo n’est pas fiable a 100%. On
n’a pas de formule toute faite a donner a l'ordinateur pour gu’il
nous donne cette estimation. (appel au ML)

On connait les circonstances qui accompagnent
géenéralement la pluie : la présence de nuages, la force du vent,
le taux d’humidité...

En indiquant dans quels cas des évenements pluvieux ont
été enregistrés par le passeé, on donne de quoi construire un
modele de prévision a notre machine.

Le modeéle s’entraine sur les données. A la fin de son
apprentissage, si on lui présente de nouvelles données météo, il
sera capable de prédire s’il va pleuvoir ou pas




Un exemple concret

Passé Présent

|--.I|.I.— 25 donnees ainemer | MoQee
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Historique =

nuage, vent, humidite...

Résultat =
il pleut /il faut beau

A partir de nouvelles

. données meteo..
Modele
...va-til pleuvoir




Différentes Methodes d’ Apprentissage
L'apprentissage non supervisé

Je sals ce que je cherche a prédire et jai déja Je ne sals pas encore ce que je cherche mais
des données en guise d'axemple a fournir a ma je souhaite explorer mes données
machine

SUPERVISE

Je cherche & prédire une valeur Je cherche & prédire une catégorfe, une
numérique, un chiffre, un nombre ? dimension, une classe ?




En apprentissage supervise, on
cherche a construire un modele qui
explique ce que l'on cherche a prédire
(notre target) en fonction de plusieurs
autres variables en entrée (nos
features).

Pendant la phase d’apprentissage,
on donne a notre machine le résultat
attendu en fonction de d’autres
données en entrée.

Par exemple, a partir des
caractéristiques d’un appartement
(localisation, surface, année de
construction), on peut prédire son prix
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Apprentissage Non Supervisé

% En apprentissage non supervisé, le but est de construire un
modele qui trouve par lui-méme des points communs entre les
données d’entrée.

+ Pendant la phase d’apprentissage, on donne a notre
machine plusieurs données d’entrée, sans avoir de résultat
attendu.

# La machine va constituer des groupes de données avec des
caractéristiques similaires.

Ici, groupe 1 = chiens et groupe 2 = chats !




